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Abstract
This paper presents a causally consistent key-value store

Orion, which uses a novel protocol for Read Only Transac-

tions (ROT). Unlike most of the existing protocols, Orion
uses only one round of communication in the best case, and

not more than two rounds in the worst case. We provide

a theoretical bound on its communication complexity and

qualitatively compare it with recent ROT protocols. We also

quantitatively compare Orion with state-of-the-art proto-

col CausalSpartanX and illustrate that Orion achieves up to

1.7× higher throughput and generates 10× fewer messages

on widely-used YCSB workload.

CCSConcepts. •Computer systems organization→Dis-
tributed architectures; • Software and its engineering
→ Consistency.
Keywords. Causal consistency, distributed consistency, key

value stores, geo-replication
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1 Introduction
Distributed key-value stores have become a de facto compo-

nent of modernweb-scale applications. These data stores pro-

vide low latency operations to clients across the world. Many

of these data stores support eventual consistency, which is

the weakest form of consistency and offers the best perfor-

mance. However, eventual consistency does not provide any

practically useful guarantees, except that once there are no
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new updates to a data item, it will eventually become con-

sistent. Causal consistency, on the other hand, has caught

up attention in recent years, as it lies in between the two

extremes of eventual consistency and strong consistency. It

is also the strongest form of consistency that can satisfy all

the three properties of CAP [10, 15], which makes it a good

candidate for distributed applications.

In the past few years, various protocols for enforcing

causal consistency have been proposed. A majority of these

protocols focuses on optimizing read operations since real-

world workloads are often read-heavy [3, 14]. In particular,

most protocols support Read Only Transactions (ROT) [11,

12], which allows a client to readmultiple keys from a causally

consistent snapshot. In this work, we present a novel ROT

protocol, named Orion, to reduce communication in the un-

derlying distributed network. A salient feature of Orion is

that it uses only one round of communication in the best

case, unlike the usual, fixed two rounds in other protocols.

Reduction in rounds is achieved by carefully predicting the

stable vector of data items. We implemented this protocol

in DKVF key-value store framework [18], and observe that

our proposal outperforms the state-of-the-art protocols on

YCSB workload [6].

1.1 Contributions
This paper makes the following contributions

1
:

• Anovel ROT protocol for causally consistent key-value

store that uses only one round of communication in

the best case, and not more than two rounds in the

worst case.

• Theoretical comparison of Orionwith the recent causally
consistent key-value stores.

• Benchmarking Orion against the existing state-of-the-

art system CausalSpartanX [17] on YCSB workload,

and illustrating that it achieves upto 1.7× throughput

improvement.

1.2 Outline
Section 2 describes the system model. Section 3 describes the

proposed Orion protocol. Section 4 quantitatively evaluates

Orion and compares it against CausalSpartanX protocol.

Section 5 compares and contrasts with the related work, and

Section 6 concludes with directions for future work.

1
Source code of Orion is available at https://github.com/dipkakwani/Orion
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2 System Model
In our system, we consider a distributed multi-version key-

value store with full replication across all data centers (DCs).

Keys are partitioned using a hash function, and each partition

is replicated in all the data centers. The data store has 𝑛

partitions and 𝑚 data centers. Partition 𝑖 located in data

center 𝑗 is denoted by 𝑝
𝑗

𝑖
. Each partition periodically sends

a heartbeat to its replicas in other data centers. We assume

that each client is sticky to one data center, to ensure highly

available transactions with causal consistency [4].

A client can read and write a key 𝑘 using 𝐺𝐸𝑇 (𝑘) and
𝑃𝑈𝑇 (𝑘, 𝑣𝑎𝑙𝑢𝑒) operations respectively. In addition, a client

can perform read-only transaction as defined in [11, 12].

𝑅𝑂𝑇 (𝐾 = {𝑘1, 𝑘2, 𝑘3, ....}) returns causally consistent values

of all the keys in the set 𝐾 .

3 Orion Protocol
Orion protocol extends the CausalSpartan protocol [16] to

support ROT. Similar to CausalSpartan, Orion uses Hybrid

Logical Clock (HLC), which assigns timestamps to events

using both logical and physical clocks. In case of concurrent

updates, Orion uses last-writer-win [23] strategy to resolve

conflicts, i.e., write with the higher timestamp overwrites a

lower timestamp write. If two writes have the same times-

tamp, the tie is broken using DC id. Each partition maintains

a Version Vector𝑉𝑉 2
, which has𝑚 timestamps, one for each

data center. 𝑉𝑉 [ 𝑗] stores the timestamp of the latest update

received from the 𝑗𝑡ℎ data center. Partitions within the same

data center exchange their 𝑉𝑉 s periodically and compute

Data center Stable Vector (𝐷𝑆𝑉 ) by finding entry-wise min-

imum values. A timestamp 𝑡 in 𝐷𝑆𝑉 [ 𝑗] indicates that the
local data center has received all the updates happened till

clock value 𝑡 at the 𝑗𝑡ℎ data center. Client also maintains

𝐷𝑆𝑉𝑐 , which is the entry-wise maximum 𝐷𝑆𝑉 value seen by

the client since it may contact different partitions within the

same data center.

𝐷𝑆𝑉 alone is insufficient to enforce causality. It captures

only stable timestamps across data centers, whereas the most

recent update within a partition can have a higher timestamp.

Each client also maintains a Dependency Set𝐷𝑆𝑐 , which con-

tains tuples of ⟨𝑖, 𝑡⟩, where t is the highest timestamp of the

versions read, which were originally written at data center

𝑖 . Each version 𝑥𝑖 of a key also has Dependency Set 𝑥𝑖 .𝐷𝑆 ,

which is computed using 𝐷𝑆𝑐 at the time of the creation of

the version.

Figure 1 shows an example of Orion ROT protocol. The

client issues 𝑅𝑂𝑇 (𝑎, 𝑏) at 𝐷𝐶1 with the predicted snapshot

vector 𝑆𝑉 = [15, 23, 12]. We explain how client makes this

prediction in the next section. Keys 𝑎 and 𝑏 reside in parti-

tions 𝑃1𝑖 and 𝑃
1

𝑗 respectively. Since 𝑆𝑉 <= 𝐷𝑆𝑉 1

𝑖 and 𝑆𝑉 <=

𝐷𝑆𝑉 1

𝑗 , the 𝑆𝑉 is valid in both the partitions. Partition then

2
We use capital letters for vectors, tuples and sets, and lower case letters

for scalar values.
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Figure 1. Example of Orion ROT protocol

Algorithm 1 Client side algorithm for ROT

1: function ROT(𝐾 )

2: 𝑐𝑡 = currentTime()

3: 𝑉 = {}
4: 𝑆𝑉 = 𝐷𝑆𝑉 + 𝑐𝑡 − (𝜏ℎ + 𝜏𝑑𝑠𝑣 + 𝐿𝐴𝑇 + 𝑡)
5: 𝐾𝑝 = {𝑘 ∈ 𝐾 | findPartition(𝑘) = 𝑝} ∀𝑝 ∈ {1..𝑛}
6: 𝑡 = currentTime() ⊲ Update last ROT time

7: for 𝐾𝑖 ∈ 𝐾𝑝 ≠ 𝜙 do
8: send ⟨ROT 𝐾𝑖 , 𝑆𝑉 ⟩
9: receive ⟨ROTReply 𝑉𝑖 , 𝐷𝑆𝑉 , 𝐷𝑆⟩
10: if 𝑉𝑖 = 𝐷𝑆𝑉 = 𝐷𝑆 = {} then
11: ⊲ Retry ROT with old DSV value

12: 𝑆𝑉 = 𝐷𝑆𝑉

13: Retry

14: 𝐷𝑆𝑉𝑐 = max(𝐷𝑆𝑉𝑐 , 𝐷𝑆𝑉 )

15: 𝐷𝑆𝑐 = maxDS(𝐷𝑆𝑐 , 𝐷𝑆)

16: 𝑉 = 𝑉 ∪𝑉𝑖
17: return 𝑉

finds the latest versionwhich satisfies the constraint𝑥𝑖 .𝐷𝑆 <=

𝑆𝑉 . The underlined versions in Figure 1 satisfy the constraint

and are returned to the client.

3.1 ROT Client Protocol
Algorithm 1 presents the client-side ROT processing. In this

protocol, the client predicts a 𝑆𝑉 , instead of relying on a

coordinating server to find out a valid snapshot. Such a pre-

diction crucially avoids an extra step of communication. The

prediction uses latency between the servers as one of the

parameters. Sovran et al. [19] experimentally showed that up-

dates replicated across data centers take time uniformly dis-

tributed in the interval [𝑅𝑇𝑇𝑚𝑎𝑥 , 2×𝑅𝑇𝑇𝑚𝑎𝑥 ] where 𝑅𝑇𝑇𝑚𝑎𝑥
is the maximum round-trip latency between different data

centers.
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The prediction can be made in multiple ways. In our im-

plementation, as shown in line 4, the client performs the

prediction using these parameters: previous 𝐷𝑆𝑉 , current

time at the client 𝑐𝑡 , heartbeat period of servers 𝜏ℎ ,𝐷𝑆𝑉 com-

putation interval of partitions 𝜏𝑑𝑠𝑣 , latency between servers

𝐿𝐴𝑇 , and the timestamp of the client in the last ROT. In

words, the formula adds the time elapsed since the last ROT

while taking into account the delay with which any update

is propagated between servers. Note that we are assuming

that the network latency between the servers is known a

priori to the client. For simplicity, we use the maximum la-

tency between any two servers in our implementation. This

formula can be explained by tracing the exact time it takes

for a timestamp at one server to reach another server. The

clock increments after every heartbeat interval 𝜏ℎ , and then

it is sent to other replicas. The time taken for this message

to reach other replicas is proportional to the latency 𝐿𝐴𝑇

between the servers. Once it reaches a replica, it is prop-

agated to other partitions in the same 𝐷𝐶 as part of 𝐷𝑆𝑉

computation 𝜏𝑑𝑠𝑣 . A possible alternative formulation can

consider using the frequency with which PUT operations

are performed instead of relying on heartbeat interval.

The client combines keys from the same partition and

sends those as one ROTmessage, as shown in Line 5.We tried

multiple ways to send ROT messages: sending messages in

parallel, sending one key per message, etc. However, sending

messages asynchronously with all the keys per partition

achieved the best performance. If the client receives an empty

response (Line 10), the client retries with a safe value of 𝑆𝑉 ,

without any prediction. This would ensure a valid result but

may result in stale values. In our experiments, we have found

that 99 percent of the predictions had a small Mean Absolute

Error (MAE) of less than or equal to 76ms (explained in

Section 4).

3.2 ROT Server Protocol
Algorithm 2 presents the server-side ROT processing in

Orion. It checks the validity of 𝑆𝑉 received from the client.

The client may have mispredicted and sent an invalid 𝑆𝑉 , if

at least one of the 𝑆𝑉 entries is greater than the correspond-

ing entry in 𝐷𝑆𝑉 (Line 2). In such a case, the server gives a

second chance to the client. It waits until a pre-configured

timeout and rechecks for validity of 𝑆𝑉 . If the check fails

again, then the server aborts the request and sends an empty

result to the client. The client must now retry with a lower

𝑆𝑉 value. Such a second-chance allows the protocol to keep

a smaller timeout (to improve latency), and still reduce the

number of aborts (to improve throughput).

The timeout is a user-defined parameter, which puts a

hard limit on how long to wait. It can make the protocol non-

blocking or blocking. If 𝑆𝑉 is valid, the server performs read

operation on each key using 𝑆𝑉 , which returns the latest

version of the key visible in the snapshot. The server then

Algorithm 2 Server side algorithm for ROT

1: Upon receive ⟨ROT 𝐾, 𝑆𝑉 ⟩
2: if isValidSV(SV, DSV) = FALSE then
3: wait(timeout)

4: if isValidSV(SV, DSV) = FALSE then
5: send ⟨ROTReply {}, {}, {}⟩
6: Exit

7: 𝑉 = {}
8: 𝐷𝑆𝑚𝑎𝑥 = {}
9: for 𝑘 ∈ 𝐾 do
10: 𝑉𝑘 , 𝐷𝑆 = read(k, SV)

11: 𝑉 = 𝑉 ∪𝑉𝑘
12: 𝐷𝑆𝑚𝑎𝑥 = maxDS(𝐷𝑆𝑚𝑎𝑥 , 𝐷𝑆)

13: send ⟨ROTReply 𝑉 , 𝐷𝑆𝑉 , 𝐷𝑆𝑚𝑎𝑥 ⟩
14: function isValidSV(SV, DSV)

15: if 𝑆𝑉𝑖 <= 𝐷𝑆𝑉𝑖 ,∀𝑖 ∈ {1..𝑚} then
16: return true

17: else
18: return false

returns the resulting value set 𝑉 , along with the 𝐷𝑆𝑉 and

the maximum 𝐷𝑆 to the client.

4 Experimental Evaluation
Orion is implemented on top of DKVF [18]

3
. We compare

Orion against CausalSpartanX [17] which is a state-of-the-

art distributed implementation of causally consistent data

store. The experiments were performed on Google Cloud

Platform (GCP) using N1-Standard-2 VMs, each having 2

vCPUs and 7.5 GB RAM. We use 3 DCs: Iowa (US-Central),

Finland (Europe-North), Taiwan (Asia-East) with each DC

having 4 VMs and 4 partitions. We populate the setup with

YCSB workload [6].

4.1 Communication Improvement
Having single-round processing allows Orion to improve

overall communication substantially. To quantify the effect,

we measure the number of messages generated. Figure 2

compares the total number of messages generated by both

the systems in ROT transactions. CausalSpartanX involves

server to server communication and generates slice request

messages to get values of remote keys. As the number of

keys in ROT increases, we see a linear increase in the number

of messages. In Orion, in contrast, the number of messages

increases both slowly and linearly, as it involves only client

to server communication. This clearly illustrates the perfor-

mance benefit of Orion.

4.2 Prediction Accuracy
A crucial aspect of Orion is client-side prediction, and to be

effective, the prediction accuracy must be low. We calculate

3https://github.com/roohitavaf/DKVF

https://github.com/roohitavaf/DKVF
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the prediction accuracy using Mean Absolute Error (𝑀𝐴𝐸)

between 𝑆𝑉 (predicted 𝐷𝑆𝑉 ) and the actual 𝐷𝑆𝑉 , 𝑀𝐴𝐸 =
1

𝑚

∑𝑚
𝑖=1 |𝑆𝑉𝑖 − 𝐷𝑆𝑉𝑖 |. Figure 3 shows the histogram plot of

MAE value and count of ROT transactions. We limit to 99

percentile of MAE values, to discount the initial 0 prediction

made by the clients. A largemajority of the predictions (~80%)

is exact and has no error. We observe that there are very

few predictions with error marginally above zero. This is

because our prediction is most likely to be off by the factors

included in the equation in Algorithm 1, line 4. We also

observe the local maxima around 50, which is also the 𝐷𝑆𝑉

computation interval used in the experiment. Overall, less

than 1% of transactions have invalid predictions. With the
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Figure 5. Throughput with varying number of partitions

timeout interval set to 200 ms, none of the transactions timed

out.

4.3 Effect of Put:ROT Ratio
Figure 4 shows the overall throughput (number of opera-

tions per second) with varying put:ROT ratio. Since ROT

operation is relatively slower than put (10 keys by default

in one ROT operation), we see an increase in throughput

in both the systems as we decrease the ROT proportion in

the workload. However, the throughput increases relatively

faster in CausalSpartanX as ROTs are much slower than put

operation in CausalSpartanX compared to those in Orion.
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4.4 Effect of Number of Partitions
The number of partitions is an important factor that affects

the overall system performance. Figure 5 shows the through-

put with varying number of partitions. Overall, the through-

put increases as we increase the number of partitions. How-

ever, with 8 partitions, the hardware becomes the bottleneck

as the underlying VM has 2 cores, and each of the 4 VMs runs

2 processes and an extra client process runs on one of the

VMs. Therefore, we see a drop in throughput for 8 partitions

in both the systems. Interestingly, even with 6 partitions

CausalSpartanX throughput drops. A factor which affects

this behavior is increase in communication between parti-

tions, as run time of ROT in CausalSpartanX is dependent

on communication between all pairs of partitions.

5 Related Work
Earlier systems such as COPS [11], Eiger [12], Bolt-on causal

consistency [5] and COPS-SNOW [13] used explicit depen-

dency tracking to enforce causal consistency, which caused

extra overhead in these systems.ChainReaction [2],Orbe [8],
GentleRain [9], Cure [1] and more recent systems such as

POCC [20],Wren [21], CausalSpartanX [17], Contrarian [7]

and PaRiS [22], use variants of vector clocks instead of ex-

plicit dependency tracking. These systems use either physical

clock, logical clock, or a combination of these two clocks.

Depending on the clock, ROT can either be blocking or non-

blocking. Also, all these systems use a coordinating server in

ROT protocol which causes an extra round of communication

among the servers.

Table 1 shows the ROT properties of the recent systems

and Orion. The basic structure of the ROT protocol of these

systems is as follows. Client sends a key set along with the

metadata to the coordinating server. The coordinating server

calculates a stable snapshot timestamp and sends query to

the respective partitions based on the keys in ROT, along

with the snapshot timestamp. Once it receives replies from

other partitions, it sends the result back to the client. As

shown in Table 1, the client to server communication is de-

pendent on the number of keys 𝐾 and size of the metadata.

On the other hand, the server to server communication is de-

pendent on the number of partitions communicated, which

is the number of keys in the worst case, and size of the meta-

data. Note that even though the metadata-size required for

ROT in some systems is smaller, that cost is transferred to

periodic metadata exchange messages between the parti-

tions. For example, in PaRiS, the partitions exchange 𝐷𝑆𝑉
with all other partitions across all data centers, including the

local data center. We chose CausalSpartanX for comparison

because it makes a reasonable trade-off between metadata

communication and the size of the transaction. Orion re-

quires only client to server communication since the client

predicts the stable snapshot timestamp. Orion can take 2

rounds of communication if the client performs a wrong

System NB1 #R2 Comm3
C4

c↔s s↔s

POCC[20] ✗ 2 𝐾 +𝑀 𝐾 ×𝑀 + 𝐾 P

CausalSpartanX[17] ✓ 2 𝐾 +𝑀 𝐾 ×𝑀 + 𝐾 H

Wren[21] ✓ 2 𝐾 + 2 𝐾 × 2 + 𝐾 H

Contrarian[7] ✓ 2 𝐾 +𝑀 𝐾 ×𝑀 + 𝐾 H

PaRiS[22] ✓ 2 𝐾 + 1 𝐾 + 𝐾 H

Orion ✓ ≤ 2 𝐾 ×𝑀 + 𝐾 0 H

1
Nonblocking

2
Number of rounds

3
Communication complexity (including metadata) of ROT with 𝐾 keys

and𝑀 DCs

4
Clock - Hybrid (H) or Physical (P)

Table 1. Comparison of Orion with recent causally consis-

tent key-value stores.

prediction, but in the best case, it takes only 1 round. As dis-

cussed in Section 4, less than 1% of transactions had invalid

predictions in our setup.

6 Conclusion and Future Work
In this paper, we presented a novel protocol for causally con-

sistent ROTs and showed both theoretically and empirically

that it outperforms the previous state-of-the-art protocols.

We used a prediction technique to generate a snapshot vector

at the client-side, instead of relying on servers for generating

the vector. As part of future work, we would like to explore

various other prediction techniques that might perform bet-

ter and do not explicitly depend on server configuration

parameters. For example, instead of relying on the client

to provide latency parameters between servers, the servers

compute it during run time and share it with the clients as

part of the initial handshake.
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